ABSTRACT
The embedded ultrasonic structural radar (EUSR) was developed based on phased array technology. It can interrogate large structural areas from a single location using ultrasonic guided Lamb and Rayleigh waves generated by tuned piezoelectric wafer active sensors (PWAS) that are permanently attached to the structure. This paper brings together several aspects of the implementation and application of EUSR to structural damage detection: (a) improving the near field damage detection; (b) designing optimized phased-array patterns; (c) designing a mini phased array for compact structures with complicated geometries and multiple boundaries.

Firstly, we deduced a generic formulation for phased array directional beamforming using the exact traveling waves formulation without the limiting parallel-rays assumption used by other investigators. This algorithm has been implemented in the EUSR LabVIEW program and its performance has been verified through simulation and experimental tests. Secondly, we studied the beamforming and lobe steering characteristics of a 1-D linear array design. The influence of several geometry parameters was discussed in order to achieve the optimal directionality, including the number of sensors in the phased array, the spacing between adjacent sensors, and the steering direction angles. Extensive simulation studies have shown that the well-behaved directional beamforming can be achieved with judicious array design. Proof-of-concept experiments for testing these results have also been set up and the preliminary results are confirming the effectiveness of our approach. Thirdly, we investigated the possibility of applying the EUSR phased array method to compact specimens and proposed the design of a mini phased array. Laboratory experiments have been carried out to prove the successful implementation of this concept. Finally, the paper ends up with discussions and conclusions regarding the beamforming, optimization and implementation of the PWAS phased arrays, as well as suggestions for further work.

INTRODUCTION
Phased arrays are made of multiple piezoelectric elements excited by predetermined time-delayed signals to generate structural interference patterns. By properly adjusting the time delays, phased array can phase steer and focus the ultrasonic beams at certain direction. Some of the advantages of phased arrays over conventional ultrasonic transducers include high inspection speed, flexible data processing capability, improved resolution, and the capability of scanning without requiring mechanical movement, i.e., dynamic beam steering and focusing [1]. The backscattered ultrasonic signals can be analyzed and then mapped into an image. Current ultrasonic inspection of thin wall structures (e.g., aircraft shells, storage tanks, large pipes, etc.) is a time consuming operation that requires meticulous through-the-thickness C-scans over large areas. One method to increase the efficiency of thin-wall structures inspection is to utilize guided waves (e.g., Lamb waves) instead of the conventional pressure waves [2, 3]. Guided waves propagate along the mid-surface of thin-wall plates and shallow shells [4, 5]. They can travel at relatively large distances with very little amplitude loss and offer the advantage of large-area coverage with a minimum of installed sensors. Guided Lamb waves have opened new opportunities for cost-effective detection of damage in aircraft structures, and a large number of papers have recently been published on this subject. The use of guided waves in conjunction with phase-array principles has proliferated widely in recent years due to its obvious benefits. However, an important roadblock on the way towards the utilization of these techniques in aircraft structural health monitoring is that the conventional ultrasonic transducers used for guided wave and phased-array applications are bulky and expensive, thus making their use in wide-area structural health monitoring expensive and problematic. Hence, a different type of sensors than the conventional ultrasonic transducers is required for the SHM systems. Piezoelectric wafer active sensors (PWAS) are small, non-intrusive, inexpensive piezoelectric wafers that are
permanently affixed to the structure and can actively interrogate the structure. PWAS are non-resonant devices with wide band capabilities. They can be wired into sensor arrays and connected to data concentrators or wireless communicators [6]. As active sensors, PWAS can be used as both transmitters and receptors of elastic waves. An important characteristic of PWAS is their omnidirectionality. This makes PWAS better suited for large area inspection using phased array electronic automated scanning (Conventional ultrasonic transducers for guided-wave generation are unidirectional, and hence can only scan by mechanically rotating the transducer.).

1. GENERIC FORMULATION FOR BEAMFORMING

Phased array is a group of sensors located at distinct spatial locations in which the relative phases of the respective signals feeding the sensors are varied in such a way that the effective propagation pattern of the array is reinforced in a desired direction and suppressed in undesired directions [7]. That’s to say, the phased array acts like a spatial filter attenuating all signals and saving those propagating from certain directions. Beamforming is the array signal processing algorithms that focus the array’s signal capturing ability in a particular direction. Piezoelectric-wafer active sensors (PWAS) are small, non-intrusive, inexpensive piezoelectric wafers that are permanently affixed to the structure and can actively interrogate the structure [6]. They can be wired into sensor arrays and serve as active sensor for both generation and reception of elastic waves. We will deduce the general formula of PWAS phased array based on the delay-and-sum beamforming algorithm without the limiting parallel-rays assumption.

1.1. Delay-and-sum Beamforming

The idea of delay-and-sum beamforming is: if a propagating signal is present in an array’s aperture, the sensor outputs, delayed by appropriate amounts and added together, reinforce the signal with respect to noise or waves propagating in different directions. The delays that reinforce the signal are directly related to the length of time it takes for the signal to propagate between sensors. Suppose there is a reflector at the point \( P(\vec{r}, \varphi) \). We will consider the wavefield generated at \( P(\vec{r}, \varphi) \) by an array of \( M \) sensors, located at \( \{\vec{s}_m\} \), \( m=0,\ldots,M-1 \). The origin of coordinate system coincides with the sensors phase center which is defined as the vector quantity \( \frac{1}{M} \sum \vec{s}_m \). Hence, the origin is the point where
\[
\frac{1}{M} \sum \vec{s}_m = 0
\]

The wave emitting from the \( m^{th} \) sensor is \( y_m(t) = f(\vec{r}_m, t) \) where \( \vec{r}_m \) is the vector from the \( m^{th} \) sensor to the reflector (Figure 1).

\( \vec{\xi} \) is the unit vector that points from the origin to the target points \( P(\vec{r}, \varphi) \) and \( \vec{\xi}_m \) is the unit vector that points from the \( m^{th} \) sensor to the target points \( P(\vec{r}, \varphi) \).

The delay-and-sum beamforming consists of two steps: (1) applying a delay \( \Delta_m \) and a weighting factor \( w_m \) to the output of \( m^{th} \) sensor; (2) summing up the output signals of \( M \) sensors. This processing is defined as:

\[
z(t) = \sum_{m=0}^{M-1} w_m y_m(t - \Delta_m)
\]

where \( \omega_m \) is the weighting factor, designing for enhancing the beams’ shape and reducing sidelobe levels. The delay \( \{\Delta_m\} \) are adjusted to focus the array’s beam on particular propagating direction \( \vec{\xi} \). Importantly, the beamforming algorithm varies according to whether the reflector is located near to or far from the array.

\[z(t) = \sum_{m=0}^{M-1} w_m y_m(t - \Delta_m)
\]

\( w_m \) is the weighting factor, designing for enhancing the beams’ shape and reducing sidelobe levels. The delay \( \{\Delta_m\} \) are adjusted to focus the array’s beam on particular propagating direction \( \vec{\xi} \). Importantly, the beamforming algorithm varies according to whether the reflector is located near to or far from the array.

Consider a particular direction of wave propagation \( \vec{\xi} \) pointing to the point \( P(\vec{r}, \varphi) \) from the origin (phase center) as shown in Figure 1. For far-field situation, it will also be the propagating directions for all the plane waves, regardless of the location of the sensors. But for near-field situation, the propagation directions vary from sensor to sensor (Figure 2a). We need to
define direction vectors for each sensor, say, $\xi_m$ for $m$th sensor.

As indicated in Figure 1, we have:

$$\xi = \frac{\bar{r}}{|\bar{r}|}$$

(3)

$$\xi_m = \frac{\bar{r}_m}{|\bar{r}_m|}, \quad \bar{r}_m = \bar{r} - \bar{s}_m$$

(4)

$\bar{s}_m$ is the location of the $m$th sensor.

1.2. Beamforming for plane waves

Assume a far-field source emitting a plane wave $s(t)$ propagating in the direction $\xi$ to the array. The wavefront arriving at the array is:

$$f(\bar{r}, t) = s(t - \bar{\alpha} \cdot \bar{r})$$

(5)

where $\bar{\alpha} = \xi / c$ and $c$ is the wave propagation speed. The $m$th sensor spatially sampled in this wave field yields:

$$y_m(t) = s(t - \bar{\alpha}_m \cdot \bar{s}_m)$$

(6)

with $\bar{\alpha}_m = \xi_m / c$. By applying both a weighting factor and a time delay to it, we have:

$$z_m(t) = w_m \cdot s(t - \bar{\alpha}_m \cdot \bar{s}_m - \Delta_m)$$

(7)

And then sum up the M sensors:

$$z(t) = \sum_{m=0}^{M-1} z_m(t) = \sum_{m=0}^{M-1} w_m s(t - \bar{\alpha}_m \cdot \bar{s}_m - \Delta_m)$$

(8)

From equation (8) we see, if we make:

$$\Delta_m = -\bar{\alpha}_m \cdot \bar{s}_m$$

(9)

we will have:

$$z(t) = s(t) \cdot \sum_{m=0}^{M-1} w_m$$

(10)

Hence, the beamforming signal is a constant times enhancement of the original signal. By applying proper time delay (using formula in equation (9)), the array’s beamforming can be steered to a certain direction $\xi$, i.e.:

$$z(\bar{r}, t) = \sum_{m=0}^{M-1} w_m f(\bar{r}_m, t - \Delta_m)$$

(11)

1.3. PWAS phased array beamforming formulation

Generally, the wavefront at a point $\bar{\xi}$ away the PWAS source is:

$$f(\bar{\xi}, t) = A \sqrt{|\bar{\xi}|} e^{i(\omega \bar{\xi} \cdot \bar{\xi})}$$

(12)

Supposing we have an array of $M$ PWAS installed at $\{\bar{s}_m\}$ sending out signals in the direction of $\{\xi_m\}$ to $P(\bar{r}, \phi)$ respectively, using equation (11) the synthetic wavefront $z(\bar{r}, t)$ at the point $P(\bar{r}, \phi)$ with time delay and weighting is:

$$z(\bar{r}, t) = \sum_{m=0}^{M-1} w_m f(\bar{r}_m, t - \Delta_m)$$

(13)

$$\{ r = |\bar{r}| \}
\begin{cases}
\bar{r} = \frac{\bar{r}}{|\bar{r}|} \\
\bar{r}_m = \frac{\bar{r}_m}{|\bar{r}_m|}
\end{cases}$$

and

$$\{ r_m = |\bar{r}_m| = |\bar{r} - \bar{s}_m| \}
\begin{cases}
\bar{r}_m = \frac{\bar{r}_m}{|\bar{r}_m|} = \frac{\bar{r}_m}{|\bar{r}|} = \frac{\bar{r} - \bar{s}_m}{|\bar{r}| - \bar{s}_m} \end{cases}$$

(14)

The wavenumber of the wave propagating in the direction of $\xi_m$ is defined as:

$$\bar{k}_m = \xi_m \cdot \frac{\omega}{c}$$

(15)

where $\omega$ is the wave’s temporal frequency. Using the notations defined in equation (13), (14) and (15), the wavefront from the $m$th sensor arriving at the point $P(\bar{r}, t)$ can be written as:

$$f(\bar{r}_m, t) = \frac{A}{\sqrt{r_m}} e^{i(\omega \bar{k}_m \cdot \bar{r}_m)}$$

(16)

1.3.1. Far-field beamforming using the parallel ray approximation

As discussed in 1.1, if a reflector is far away from the array, the propagation directions of individual waves can be considered being parallel to each other, i.e., $\xi_m \approx \xi$. Hence, $\bar{k}_m \approx \xi \cdot \frac{\omega}{c} = \bar{k}$

(17)

and

$$\sqrt{r_m} \approx \sqrt{r}$$

(18)

Equation (16) becomes:

$$f(\bar{r}_m, t) \approx \frac{A}{\sqrt{r}} e^{i \omega \bar{k} \cdot \bar{r}_m}$$

(19)

In equation (19) the wavefront $f(\bar{r}_m, t)$ is only dependent on the exponential part. The synthetic waves of $M$ sensors with delaying and weighting therefore is:

$$f(\bar{r}_m, t) = f(\bar{r}_m, t - \frac{\bar{r} \cdot \bar{s}_m}{c}) \cdot e^{i \omega \bar{s}_m \cdot \bar{s}_m}$$

(20)

If we adjust the time delay $\Delta_m$ in such a way that $\bar{k}_m = -\bar{\alpha}_m \cdot \bar{s}_m$

(21)
\[ z(\vec{r}, t) = f(\vec{r}, t - \frac{r}{c}) \cdot \sum_{m=0}^{M-1} w_m \] \quad (22)

When \( w_m = 1 \), the synthetic signal is \( M \) times reinforced \( f(\vec{r}, t) \).

1.3.2. Near-field beamforming

Within the field near to the array, the parallel ray approximation is not valid. The exact traveling waves are used for the beamforming formulation.

\[ f(\vec{r}_m, t) = \frac{A_m}{\sqrt{r_m}} e^{i \left( \frac{\xi_m}{c} \cdot \vec{r}_m \right)} \] \quad (23)

\[ f(\vec{r}_m, t) = f(\vec{r}_m, t - \frac{r}{c}) \cdot \frac{1}{\sqrt{r_m}} e^{i \left( \frac{r - r_m}{c} \right)} \] \quad (24)

The synthetic signal \( z(\vec{r}, t) \) is:

\[ z(\vec{r}, t) = \sum_{m=0}^{M-1} \frac{w_m}{\sqrt{r_m}} f(t - \frac{r}{c} + \frac{r - r_m}{c} + \Delta_m) \] \quad (25)

If we have

\[ \Delta_m = -\frac{r - r_m}{c} \] \quad (26)

\[ w_m = \frac{\sqrt{r_m}}{r} \] \quad (27)

equation (25) becomes:

\[ z(\vec{r}, t) = M f(\vec{r}, t - \frac{r}{c}) \] \quad (28)

We see, the wavefront at the point \( P(\vec{r}, \varphi) \) is still \( M \) times reinforcing of the sending out signal.

2. PHASED ARRAY IMPLEMENTATION AND OPTIMIZATION, THE EMBEDDED ULTRASONIC STRUCTURAL RADAR USING LAMB WAVES

Embedded Ultrasonics Structural Radar (EUSR) is a new concept and methodology for in-situ nondestructive evaluation (NDE) of thin-wall structures. EUSR utilizes (a) a PWAS array embedded onto the structure; and (b) electronic modules for signal transmission/reception, processing, and interpretation. The principle of operation of the EUSR is derived from two general principles: (1) The principle of guided Lamb wave generation with piezoelectric wafer active sensors (PWAS); (2) The principles of conventional phased-array radar. It is assumed that each active sensor in the array acts as an omni-directional transmitter/receiver.

2.1. 1-D linear PWAS phased array simulation

The EUSR methodology was developed as an extension of some previous work on the Lamb wave propagation NDE, based on the study of the Lamb wave characteristic [6]. Each element in the PWAS array plays the role of both transmitter and receiver. The responses of the structure to all the excitation signals are collected. Adopted from the beamforming process currently used in phased-array radar applications, the EUSR algorithm applies an appropriate delay to each signal in the data set to make them all focus on a certain direction. When this direction changes within 0º to 180º range, a virtual scanning beam will form and a large area of the structure can be interrogated. Figure 3 is the schematics of a 1-D linear array consisting of \( M \) PWAS, equally separated by \( d \). The span of the array is \( D \) with \( D \approx (M-1)d \). The coordinate origin is defined to be the phased center according to equation (1). The array is distributed along the \( x \)-axis and centered about \( y \)-axis. The location of \( m \)th vector is:

\[ \vec{s}_m = ((m - \frac{1}{2})d, 0) \] \quad (29)

![Figure 3: the schematics of an M-element 1-D linear PWAS phased array. The coordinate origin is located at the phased center, i.e., the center of the array.](image)

According to the Lamb wave field formula shown as equation (12), the synthetic wavefront at the point \( P(\vec{r}, \varphi) \) is:

\[ DS(\theta, \frac{d}{r}, \frac{d}{\lambda}, M) = \frac{1}{M} \sum_{m=0}^{M-1} \exp \left\{ j2\pi \frac{d}{\lambda} \cdot \left( \frac{1 - r_m}{r} \right) \right\} \] \quad (30)

where

\[ r_m = |\vec{r} - \vec{s}_m| \] \quad (31)

From equation (30) we see, the beamforming \( DS \) at a single angle \( \theta \) is controlled by the ratio of \( d/r \), the ratio of \( d/\lambda \), and the number of sensors in the array.

After the direct beamforming, we then apply the time delay and weighting to each component in order to steer the beam to form at certain direction (\( \theta \)). The delay-and-sum beamforming is then:

\[ DS(\theta, \theta_0, \frac{d}{r}, \frac{d}{\lambda}, M) = \frac{1}{M} \sum_{m=0}^{M-1} \exp \left\{ j2\pi \frac{d}{\lambda} \cdot \frac{d}{r} \left( 1 - r_m - \delta_m(\theta_0) \right) \right\} \] \quad (32)

with

\[ \delta_m(\theta_0) = 1 - r_m(\theta_0) \] \quad (33)
The simulation results of original beamforming (without delay and weighting) and the directional beamforming at $\theta_0 = 45^\circ$ is shown in Figure 4, with $M = 8$, $d/\lambda = 0.5$, and $d/r = 1/(M-1)\cdot10$. The solid beam at 90$^\circ$ position is the original beamforming and the dash beam at 45$^\circ$ position is the delay and weighted beamforming.

![Figure 4: the original beamforming and directional beamforming at 45$^\circ$ of an 8 PWAS linear phased array with $d/\lambda=0.5$, $d/r=1/(M-1)\cdot10$.](image)

### 2.2. Optimization of the PWAS array

We have found out through the equation (32) that the directional beamforming at any angle $\theta_0$ depends on several parameters: (1) the spacing between adjacent sensors $d$; (2) the number of sensors $M$; (3) steering angle $\theta_0$. Among these, the effect of spacing $d$ is represented by the two ratios $d/\lambda$ and $d/r$.

Our previous work on the Lamb wave propagation NDE [6] has found out that at the ratio $a/\lambda = 0.5$ where $a$ is the width of the PWAS, PWAS will generate optimal excitation. Considering the point-wise assumption in the phased array application and the relation $d = a + \Delta a$ ($\Delta a$ is the gap between sensors), this relation is represented as $a/\lambda = 0.5$ in our discussion. This ratio still follows the spatial sampling theorem that $d \leq \frac{\lambda}{2}$.

#### 2.2.1. Ratio of $d/r$

The ratio of $d/r$ is related to the definition whether a point is located in the far or near field to the phased array. The far field can be considered as the area which distance to the phase center is much larger than the size of the array, i.e., the span $D$ of the array. Conventionally, the area can be treated as a far field if $D/r > 5$. The near field can be anywhere below this ratio with the lower limit, “very close to the array” field is defined as $D/r = 1$ considering the existence of sidelobes. For our point-wise source, there is $D = (M-1)d$. Hence the ratio of $D/r$ can be transformed to $d/r$ using:

$$d/r = D/(M-1)\cdot r$$

Figure 5 shows the beamforming simulation of an 8-PWAS array at very close $d/r = 1/(M-1)\cdot1$ field, near field $d/r = 1/(M-1)\cdot2$, and far field $d/r = 1/(M-1)\cdot5$ to the array. From the simulation result we see, the directionality is best in the far field with small sidelobes. When getting closer to the array, the sidelobes increase in numbers and amplitudes. At the very close area to the area (where $D/r = 1$), a large amount of energy leaks to the sidelobes from the mainlobe which results in the obvious decreasing of the mainlobe and increasing of sidelobes amplitude.

![Figure 5: the beamforming of an 8 PWAS linear phased array (without delay) at different $d/r$ ratio with $d/\lambda=0.5$. The solid line is the beamforming for far field ($d/r=1/(M-1)\cdot5$); dash line is for near field ($d/r=1/(M-1)\cdot2$) and dot line for very near field ($d/r=1/(M-1)\cdot1$) to the array.](image)

#### 2.2.2. Number of sensors, $M$

In order to achieve better directionality, finer mainlobe and smaller sidelobes are desired. Figure 6 shows the comparison results of the beamforming using 8 and 16 PWAS respectively with $d/r=1/(M-1)\cdot5$ (far field). It shows that with 16 sensors, we have a finer directional lobe and smaller sidelobes. More sensors will bring better directionality and fewer disturbances from the sidelobes.

![Figure 6: the beamforming of 8 PWAS array and 16 PWAS array at 45$^\circ$, respectively with $d/r=1/(M-1)\cdot5$.](image)

#### 2.2.3. Steering angle $\theta_0$

Steering angle $\theta_0$ is another factor that affects the beamforming. The beamforming at $0^\circ$, $30^\circ$, $60^\circ$, $90^\circ$, $120^\circ$, $150^\circ$ using 8 PWAS is shown in Figure 7. Firstly, the beamforming are symmetric about $90^\circ$. Secondly, within $0^\circ$~$90^\circ$ range, the beamforming loses its directionality at small angles such as $0^\circ$ and $30^\circ$ in the plot. However from $0^\circ$ to $30^\circ$, the directionality of the PWAS is shown.
Compared to the beamforming of 8 PWAS, the beamforming of 16 PWAS (Figure 8) shows better directionality not only at larger angles such as 60° and 90° (thinner directional mainlobes at corresponding θ₀) but also at the lower angle 30°. At 30°, the beamforming of 16 PWAS array still keeps the directionality.

The beamforming of 8 PWAS array with \( \frac{d}{r} = 1/(M-1) \cdot 1 \) at different angles are shown in Figure 9. Again, we see the beamforming gets better at larger θ₀. However, the results in Figure 10 shows, at certain θ₀, the ratio of \( \frac{d}{r} \) will not affect the mainlobe, i.e., the directionality. Yet, the sidelobes strength is affected. It decreases with smaller \( \frac{d}{r} \). But the difference between near field (\( \frac{d}{r} = 1/(M-1) \cdot 2 \)) and far field (\( \frac{d}{r} = 1/(M-1) \cdot 5 \) or \( \frac{d}{r} = 1/(M-1) \cdot 10 \)) are almost negligible.

In summary, a well-behaved directional beamforming can be achieved with judicious array design according to our simulation test. In order to have good directionality at larger angular range, a large amount of sensors and/or smaller \( \frac{d}{r} \) ratio are desired. However, we cannot increase the number of sensors indefinitely due to the wiring concerns.

The principle of delay-and-sum beamforming is then applied to the PWAS-generated guided waves, assuming a uniform linear array of \( M \) PWAS spacing at \( d \), with each PWAS acting as a pointwise omni-directional transmitter and receiver. The total signal received at point \( P(\theta, \theta_0) \) will be the amplified signal \( \sum_{m} s_r(t) \) (Figure 11).

The receiving signal beamforming can be generated by treating the point \( P \) as an omni-directional source at \((r, \theta_0)\) and the delay will be applied the the signals received at the \( m^{th} \) sensor in the array. The synchronized receiving signal at all sensors then are

\[
s_R(t) = \frac{AM^2}{\sqrt{r}} \sum_{m=0}^{M-1} s_T(t - \frac{2r}{c})
\]

(35)

In general, the target location is unknown, i.e. \( \theta_0 \) is unknown. The coordinates used in the radar system is the polar coordinates. The coarse estimation of \( \theta_0 \) is implemented by using the \( \theta_0 \) sweeping method. That’s to say, EUSR will scan through 0° to 180° by incrementing \( \theta_0 \) by 1° for each step, until the maximum received energy is obtained. max\{\( E_R(\theta_0) \)\} is the maximum received energy by the definition:
Figure 11 is an example of the transmitted signal and received signal pair captured in our experiment. By mapping the time of flight into distance space, we can achieve the image of a scanned specimen.

\[
E_R(\theta_0) = \int_{t_p}^{t_p+\tau} |s_R(t, \theta_0)|^2 \, dt
\]  

Figure 11: the transmitted signal and the received signal

The laboratory experiment setup is shown in Figure 12. The specimens are 1220-mm long, 1-mm thick square aluminum plates with an 8-element 7-mm x 7-mm PWAS array at the center. The damage is simulated by through-plate cracks 14 mm long and 0.5 mm wide. Figure 13 shows the mapping image of a specimen with two cracks at 67° and 117° in front of the PWAS array respectively.

Figure 13: EUSR experiment on a specimen having two offside cracks at 67° and 117°: (a) specimen schematic; (b) EUSR mapped image

3. MINI-ARRAY DESIGNING AND IMPLEMENTATION

In the optimization discussion, we concluded that to have better behaved beamforming of the PWAS phased array, more sensors and/or small \(d/r\) value are desired. Increasing number of sensors is no doubt the easier way to achieve obvious improvement. However, this will result in the complexity of the wiring and larger size of phased array, especially when the phased array is applied to specimens with compact and/or complex geometry where space is limited.

Hence, we proposed a design of using mini-array consisting of scale-down PWAS. The dimension of the previously used regular PWAS, either square or round, is 7-mm. We then scale them down to 5-mm only. By this means, the complete size of the array shrinks by at least \((7-mm \cdot M - 5-mm \cdot M)\). If \(M = 8\), this will be 16-mm. The mini-PHAS array makes our phased array further suitable for the inspection of small structures with complex geometry therefore.

3.1. Frequency tuning of the mini-array: the sweet triple point

One concern in the mini-PHAS array is, the ratio of \(d/\lambda\) (or \(d/\lambda\)) has to remain constant, 0.5. With smaller spacing \(d\) (or smaller dimension \(a\)) the wavelength \(\lambda\) of the excitation signal needs to be decreased as well. Smaller wavelength also means an excitation with higher frequency is desired. In order to avoid Lamb wave dispersion in higher frequency range caused by complicated wave mode composition [8], a proper excitation frequency is necessary for the function of phased array [9]. Figure 14 shows the group velocity of Lamb waves in the Aluminum-2024-T3 specimen of 3-mm thickness.

Figure 14: Lamb wave group velocity of Aluminum-2024-T3 of 3-mm thickness (Bottai and Giurgiutiu 2005)
Within the illustrated frequency range of 0–800 kHz, there are 3 modes of Lamb wave existing, S0, A0 and A1. For most frequencies, the 3 modes travel at a different speed, which is not wanted for good imaging. However, from the plot we see, around the frequency 663 kHz, there is a “sweet point” where the 3 modes meet each other, i.e., have the same group velocity (3150 m/s). By using this frequency as the excitation frequency for our mini-array, we can optimally keep the wave packet from separating.

3.2. Experimente testing

An Aluminum-2024-T3 specimen (150-mmx460-mm, 3-mm thick) with a through hole of 6-mm is installed with regular 8 PWAS array and mini array with 10 small PWAS on each side (Figure 15). The hole is 80-mm away from the arrays.

Considering the lateral and boundary reflection, damping material is applied along the boundary to absorb the reflections so that the echoes collected by the array are solely due to the hole defect. Figure 16 is the images of phased array inspection using the regular PWAS and mini PWAS respectively. The image of mini array (Figure 16b) indicates there is a defect at 80 mm perpendicular to the array which correctly shows the real situation while the image of the regular array has certain deviation (it indicates the defect is located 100 mm away). Also, we notice the mini array has a relatively smaller blind area compared to the regular array, i.e., the mini array can check the area much closer to the array. These results confirm the idea of using a scaled down phased array.

4. CONCLUSIONS

In this paper, generic formulation for phased array directional beamforming was obtained by using the exact traveling wave’s formulation without the limiting parallel-rays assumption. Then the beamforming and lobe steering of 1-D linear PWAS Lamb wave phased array was researched with extensive simulation concerning the affects of several parameters including: (1) number of sensors; (2) spacing between sensors; (3) steering angles. Large number of sensors, smaller spacing (or smaller array size), or particular steering angle can lead to optimal beamforming. But the optimization on the other hand is limited by the installation such as wiring concerns or available space. Simulation results show that a well behaved directional PWAS phased array can be achieved with judicious array design. Furthermore, a mini-PWAS array was proposed for the damage detection of compact structures with complicated geometry. Frequency tuning becomes a serious issue for this array and we suggest using a sweet triple point in the Lamb-wave mode plot. Our preliminary experiment on a small plate with hole defect shows improved detection with the mini PWAS array.

With the generic phased array formulation, we envision to propose more array design for more powerful phased array damage detection. Further theoretical research on the optimization is also carrying on. Complicated specimens will be employed to verify the application of the mini PWAS array.
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